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ABSTRACT

The present study focuses on diagnosing the intermodel variability of nonzonally averaged NH winter

jet stream portrayal in 17 global climate models (GCMs) from phase three of the Coupled Model In-

tercomparison Project (CMIP3). Relative to the reanalysis, the ensemble-mean 300-hPa Atlantic jet is too

zonally extended and located too far equatorward in GCMs. The Pacific jet varies significantly between

modeling groups, with large biases in the vicinity of the jet exit region that cancel in the ensemblemean. After

seeking relationships between twentieth-centurymodel wind biases and 1) the internalmodes of jet variability

or 2) tropical sea surface temperatures (SSTs), it is found that biases in upper-level winds are strongly related

to an ENSO-like pattern in winter-mean tropical Pacific Ocean SST biases. The spatial structure of the

leading modes of variability of the upper-level jet in the twentieth century is found to be accurately modeled

in all 17 GCMs. Also, it is shown that Pacific model biases in the longitude of EOFs 1 and 2 are strongly linked

to themodeled longitude of the Pacific jet exit, indicating that the improved characterization of themean state

of the Pacific jet may positively impact the modeled variability. This work suggests that improvements in

model portrayal of the tropical Pacific mean state may significantly advance the portrayal of the mean state of

the Pacific andAtlantic jets, which will consequently improve themodeled jet stream variability in the Pacific.

To complement these findings, a companion paper examines the twenty-first-century GCM projections of

the nonzonally averaged NH jet streams.

1. Background

A poleward shift of the jet streams under anthropo-

genic climate change has been theorized (Chen and

Held 2007; Lorenz and DeWeaver 2007; Kidston et al.

2011) and observed over the past 30 years (Thompson

andWallace 2000;Marshall 2003; Hu et al. 2007; Johanson

and Fu 2009) and is broadly expected to continue into

the future (Solomon et al. 2007). Despite the multitude

of studies acknowledging this poleward shift, jet stream

winds still vary significantly among observational data-

sets and various model simulations. The present study

contributes a detailed analysis of global climate model

(GCM) portrayal of jet stream structure and variability in

twentieth-century simulations as the precursor to a second

study (Delcambre et al. 2013) that will analyze twenty-

first-century GCM projections of jet stream portrayal.

Corresponding author address: Sharon C. Delcambre, De-

partment of Atmospheric and Oceanic Sciences, University of

Wisconsin—Madison, 1225W. Dayton St., Madison, WI 53706.

E-mail: scjaffe@uwalumni.com

4910 JOURNAL OF CL IMATE VOLUME 26

DOI: 10.1175/JCLI-D-12-00337.1

� 2013 American Meteorological Society



Jet streams are closely related to storm frequency and

intensity across the midlatitudes and a small change in

jet position or intensity significantly impacts the weather

experienced by a large fraction of the world’s pop-

ulation. Also, it is important that GCMs correctly model

the large-scale circulation (of which the jet stream is a

primary feature) in order to gain confidence in other

variables that may be controlled by the large-scale cir-

culation such as precipitation over North America re-

lated to the Pacific storm track. A careful examination of

previous work on this topic reveals that many studies

infer jet position based upon the poleward extent of the

Hadley cell, the phase of the hemispheric annular mode,

or the position of midlatitude storm tracks.

The poleward boundaries of the Hadley cell effec-

tively represent the latitudinal extent of the tropical

atmosphere and are coincident with the locations of

the subtropical jets. Observational studies exploring

a variety of reanalysis and outgoing longwave radiation

(OLR) datasets show that a 28–4.58 latitude expansion

of the Hadley cell has occurred between 1979 and 2005

(Hu et al. 2007). While this time period may not be long

enough to distinguish a long-term trend from decadal

variability, this observed widening does not seem to be

explained by internal atmospheric variability, which is

less than 1.58 latitude in preindustrial GCM experiments

(Johanson and Fu 2009). GCMs project even more

poleward expansion of the Hadley cell in the future,

averaging to a 28 latitude expansion by the end of the

twenty-first century (Lu et al. 2007). This estimate is

much smaller than what has already been observed,

suggesting that either the subtropical jet will translate

poleward under anthropogenic climate change more

than estimates by GCMs suggest or that much of the

observed ‘‘trend’’ is a result of internal variability.

While the Hadley cell is used as a proxy for the sub-

tropical jet, the northern and southern annular modes

(NAM and SAM; also called the Arctic and Antarctic

Oscillation) describe a north–south shift of mass between

the midlatitudes and the poles, describing a north–south

shift of the polar (i.e., eddy driven) jets (Thompson and

Wallace 2000). In addition, NAM and SAM are the

dominant modes of hemispheric climate variability at all

levels, making the annularmode a convenient and useful

proxy for describing polar jet stream translations. In

agreement with other measures of jet stream position,

the observedNAMand SAMhave trended positive over

the latter half of the twentieth century, indicating the

occurrence of a poleward shift of the polar jet in both

hemispheres (Thompson et al. 2000; Marshall 2003).

However, the magnitude of this trend is currently in

question because the annular mode has become signif-

icantly less positive since 2000 (Overland and Wang

2005). Also, a recent study suggests that using the sea

level NAM/SAM, as is common practice, is ineffectual

to describe jet shifts because it does not take into

account the baroclinic structure of the anthropogenic

climate change signal (Woollings 2008). Despite this

uncertainty, future projections of the NAM/SAM are

certainly important. In fact, intermodel variance of the

NAM in climate projections is shown to be responsible

for up to 40% of surface temperature and precipitation

variance over Eurasia and North America in late-twenty-

first-century projections (Karpechko 2010).

The more common proxy for polar jet stream position

is the mean position of midlatitude storm tracks, which

are dynamically tied to polar jet stream position and

intensity (Valdes and Hoskins 1989; Orlanski 1998; Chang

et al. 2002). Storm tracks, which are predominantly lo-

cated on the downstream and poleward side of the polar

jets, are well replicated in GCMs using both feature-

tracking algorithms and statistical metrics (Hoskins

et al. 1983; Hoskins and Valdes 1990; Hodges 1994;

Bengtsson et al. 2006; Ulbrich et al. 2008). However,

interpreting future projections of storm-track position

is much more difficult. While some studies find that

modeled storm tracks shift poleward by the end of the

twenty-first century (Yin 2005), other studies suggest a

poleward expansion and intensification of future storm

tracks (Wu et al. 2010). In general, the projected pole-

ward shift of Southern Hemisphere (SH) storm tracks

is much clearer and more robust than the shift of storm

tracks in the Northern Hemisphere (NH), which are

fraught with model discrepancies (Bengtsson et al. 2006;

Ulbrich et al. 2008).

The few studies that look directly at jet stream winds

have also lacked consensus with regard to modeled

future jet stream structure, especially in the Northern

Hemisphere. While the World Climate Research Pro-

gramme’s (WCRP’s) phase 3 of the Coupled Model

Intercomparison Project (CMIP3) multimodel dataset

(Meehl et al. 2007) ensemble mean shows a poleward

shift and intensification of zonal-mean winds (Kushner

et al. 2001; Lorenz and DeWeaver 2007), the intermodel

spread is larger than the ensemble mean, reducing

confidence in GCM projections (Kidston and Gerber

2010;Woollings andBlackburn 2012). Overall, low-level

(such as 850mb or 10m) wind speeds are more consis-

tent between modeling groups, perhaps indicating that

the polar eddy-driven jet—which penetrates into the lower

troposphere, unlike the subtropical jet—has a clearer

response to anthropogenic climate change (Woollings

and Blackburn 2012). Adding complexity to the situa-

tion, all CMIP3 GCMs have been found to position the

zonal-mean jet too far equatorward in both hemi-

spheres in the twentieth century when compared with
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reanalysis data (Kidston and Gerber 2010; Woollings

and Blackburn 2012).

Because of the possible differences between subtrop-

ical and polar jet responses to anthropogenic climate

change, studies that do not use a zonal-mean perspective

have found distinct results for different local jet stream

structures. For instance, one recent observational study

has shown that the NH Atlantic jet has shifted north-

wardwhile theNHPacific (EastAsian) jet has not (Yaocun

and Daqing 2011). Even on a regional scale, however, the

variations among GCM portrayals of jet stream struc-

ture are significant. A sectorial study of the zonal-mean

NH Atlantic and Pacific regions in 23 GCMs finds that

while the intensification of upper-level winds is consis-

tent inGCMs, a poleward shift of jet streamwinds varies

widely amongmodeling groups (Ihara andKushnir 2009).

Because twenty-first-century projections of jet stream

structure are correlated with twentieth-century jet model

biases (Kidston and Gerber 2010), the next step toward

understanding future jet stream structure is a careful

analysis of twentieth-century model biases, as presented

in this paper. The goal of this study is to understand why

there is a lack of model consensus of NH jet structure

in twentieth-century simulations. A follow-up study will

then discuss how to use this knowledge of twentieth-

century simulations to better understand twenty-first-

century projections. While analyses of the zonal-mean

wind are a good starting point for an examination of the

large-scale circulation, this study goes one step further

to look at the upper-level winds separately for the At-

lantic and Pacific basins without the use of zonal aver-

aging. This type of analysis is valuable because of the

complex jet dynamics associated with the asymmetric

NH circulation. It also adds insight into the potential

mechanisms that underlie a poleward shift of the jet

stream, as will be discussed in much greater depth in the

second part of this study.

The present paper is organized as follows. Section 2

outlines the reanalysis and GCM data used in this study.

Results of a detailed comparison between GCM simu-

lations and reanalysis are presented in section 3. These

results include the analysis of ensemble-mean winter

biases as well as an examination of intermodel variations

and the portrayal of jet stream variability in GCMs.

Conclusions are found in section 4.

2. Data and methods

In this study, reanalysis data are used to establish

a climatology of NH jet streams based upon the 1962–

2000 winter-mean zonal winds (winters are labeled ac-

cording to the year corresponding with January). These

data come from theNational Centers for Environmental

Prediction (NCEP)–National Center for Atmospheric

Research (NCAR) Reanalysis 1 dataset (Kalnay et al.

1996). To determine the accuracy of jet stream charac-

terization in each model, 17 GCMs are assessed in

comparison with the reanalysis. They come from the

WCRP’s CMIP3 multimodel dataset for the climate

of the twentieth-century experiment (20C3M) (Meehl

et al. 2007). Table 1 lists the CMIP3 models included

in this study and provides expansions of model names.

These particular models are chosen because they pro-

vide the daily-resolved data required for this study. It is

very likely that different modeling centers made sub-

stantially different assumptions regarding spinup from

control as well as the amplitude and timing of anthro-

pogenic and natural forcing. In this study, no attempt is

made to separate the contribution of this external forc-

ing from the intermodel variability caused by model

physics.

The present study employs daily 300-hPa zonal wind

data and monthly sea surface temperature (SST) data

for 20 boreal winter seasons. A complementary analysis

using 700-hPa zonal wind data (not discussed) is found

to be in close agreement with the results at 300 hPa,

suggesting that the current analysis incorporates both

subtropical and polar jet variability.

Daily wind data are smoothed using a 5-day running

mean for the period encompassing 1 November–31

March of each winter from November 1961 to March

2000 (with leap days removed). The 17 GCMs vary in

resolution from 1.1258 latitude3 1.1258 longitude (model 1,

INGV-SXG) to 48 latitude 3 58 longitude (model 17,

INM-CM3.0). To directly compare model and reanalysis

data, eachmodel is linearly interpolated to 2.58 latitude3
2.58 longitude resolution. Resolution differences be-

tween models are not found to be related to the accuracy

of jet stream portrayal.

To create the winter-mean zonal wind, the smoothed

(5-day runningmean) data are averaged overNovember–

March (NDJFM) and over all 20 years of the data period.

To create the winter-mean SST, the monthly data are

averaged over the same period. The seasonal cycle of

zonal wind is created by averaging each smoothed day

(i.e., pentad) over all 39 boreal winter seasons. Daily

wind data (with the seasonal cycle removed) are used to

perform empirical orthogonal function (EOF)/principal

component (PC) analysis.

3. Results and discussion

a. Jet portrayal in NCEP–NCAR reanalysis

Both the mean state and variability of the upper-level

winds are examined in order to gain a full understanding
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of the NH jet streams in reanalysis data, which is then

used to assess GCM accuracy. The reanalysis winter-

mean 300-hPa zonal wind for 1962–2000 (using winter-

averaged filtered daily data) is shown in Fig. 1, with wind

speed maxima located in the Pacific and Atlantic basins

(hereafter called the Pacific and Atlantic jets). The Pa-

cific jet extends from East Asia across the Pacific basin

and the Atlantic jet extends from the central continental

United States to the western coast of Europe, tilting

northeastward across the Atlantic basin.

The dominant modes of variability of the reanalysis

are identified with EOF/PC analysis of the daily 300-hPa

zonal wind field with the seasonal cycle removed. EOF/

PC analysis is performed on the area-weighted reanalysis

TABLE 1. CMIP3 models and expansions of model names.

Number Model Modeling group Reference

1 INGV Scale Interaction Experiment

(SINTEX-G) (INGV-SXG)

Instituto Nazionale di Geofisica e

Vulcanologia (INGV)

Gualdi et al. (2006, 2008)

2 Model for Interdisciplinary Research

on Climate, version 3.2 (high

resolution) [MIROC3.2 (hires)]

Center for Climate System Research (the

University of Tokyo), National Institute for

Environmental Studies, and Frontier

Research Center for Global Change [Japan

Agency for Marine-Earth Science and

Technology (JAMSTEC)]

Hasumi and Emori (2004)

3 CSIRO Mark, version 3.0 (CSIRO

Mk3.0)

Commonwealth Scientific and Industrial

Research Organisation (CSIRO)

Gordon et al. (2002)

4 CSIRO Mark, version 3.5 (CSIRO

Mk3.5)

CSIRO Gordon et al. (2002)

5 ECHAM5/MPI Ocean Model

(MPI-OM)

Max Planck Institute for Meteorology (MPI) Jungclaus et al. (2006)

6 GFDL Climate Model, version 2.0

(GFDL CM2.0)

U.S. Department of Commerce/National

Oceanic and Atmospheric Administration

(NOAA)/Geophysical Fluid Dynamics

Laboratory (GFDL)

Delworth et al. (2006) and

Gnanadesikan et al. (2006)

7 BCCR Bergen Climate Model,

version 2.0 (BCCR-BCM2.0)

Bjerknes Centre for Climate Research

(BCCR)

http://www.bjerknes.uib.no/

8 CCCma Coupled Global Climate

Model, version 3.1 (T63

resolution) [CGCM3.1 (T63)]

Canadian Centre for Climate Modelling

and Analysis (CCCma)

Flato et al. (2000), (http://www.

ec.gc.ca/ccmac-cccma)

9 CNRM Coupled Global Climate

Model, version 3 (CNRM-CM3)

M�et�eo-France/Centre National de

Recherches M�et�eorologiques (CNRM)

http://www.cnrm.meteo.fr/

scenario2004/paper_cm3.pdf

10 MIROC3.2, (medium resolution)

[MIROC3.2 (medres)]

Center for Climate System Research (the

University of Tokyo), National Institute for

Environmental Studies, and Frontier

Research Center for

Global Change (JAMSTEC)

Hasumi and Emori (2004)

11 MRI Coupled Atmosphere–Ocean

General Circulation Model,

version 2.3.2 (MRI-CGCM2.3.2)

Meteorological Research Institute (MRI) Yukimoto et al. (2006)

12 Flexible Global Ocean–Atmosphere–

Land System Model gridpoint,

version 1.0 (FGOALS-g1.0)

National Key Laboratory of Numerical

Modeling for Atmospheric Sciences and

Geophysical Fluid Dynamics (LASG)/

Institute of Atmospheric Physics (IAP)

Yu et al. (2002, 2004)

13 CGCM3.1 (T47 resolution)

[CGCM3.1 (T47)]

CCCma Flato et al. (2000), (http://www.

ec.gc.ca/ccmac-cccma)

14 Max Planck Institut f€urMeteorologie

(MPI)

Meteorological Institute of the University of

Bonn, Meteorological Research Institute

of KMA, and Model and Data group

http://www-pcmdi.llnl.gov/

projects/modeldoc/cmip/

echo-g_tbls.html

15 GISS Atmosphere–Ocean Model

(GISS-AOM)

National Aeronautics and Space

Administration (NASA) Goddard

Institute for Space Studies (GISS)

Russell et al. (1995) and Lucarini

and Russell (2002)

16 GISS Model E, coupled with the

Russell ocean model (GISS-ER)

NASA GISS Schmidt et al. (2006)

17 INM Coupled Model, version 3.0

(INM-CM3.0)

Institute of Numerical Mathematics (INM) Volodin and Diansky (2004)

and Galin et al. (2003)
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data over the North Atlantic (22.58–808N, 1208W–208E)
and the North Pacific (22.58–808N, 1008E–1208W) basins

for winter (NDJFM) during 1962–99. All PCs are nor-

malized to unit variance and all EOFs/PCs shown in this

study have been found to be well separated from higher-

order EOFs/PCs as determined by the methodology of

North et al. (1982). The two dominant modes of vari-

ability for each basin are shown in Fig. 2 as regressions of

the 300-hPa zonal wind field (08–808N) onto the first and

second PCs of the zonal wind.

In the Pacific, the primary mode of variability ex-

plains 20% of the variance in the upper-level zonal

wind, with the dominant variant structure (i.e., zonal

wind anomaly) located near the jet exit region (Fig. 2a),

indicating a strengthening and weakening of zonal winds

in this region. This mode represents a downstream ex-

tension or retraction of the upper-level jet (Jaffe et al.

2011). The secondary mode of variability in the Pacific

explains 13% of the variance in the upper-level zonal

wind and looks quite different from the primarymode of

variability, with a dipole of variant structures straddling

the jet axis near the jet exit region (Fig. 2b). This pattern

represents a north-/southward shift of the jet near the

exit region. The tertiary mode of variability (not shown)

explains 11% of the variance in the upper-level zonal

wind.

FIG. 1. NH reanalysis zonal wind [m s21; contour interval (CI): 10m s21] at 300 hPa for NDJFM

during 1962–2000.

FIG. 2. EOFs of the 300-hPa midlatitude zonal wind field (208–808N) regressed onto the total 300-hPa zonal wind

field (08–808N) for: (a) Pacific basin EOF 1 (extend/retract), (b) Pacific basin EOF 2 (shift), (c) Atlantic basin EOF 1

(shift), and (d) Atlantic basin EOF 2 (extend/retract) (contoured every 4m s21 with zero line removed). Solid

(dashed) black lines represent positive (negative) perturbation isotachs and gray contours show the 20 (30) m s21

isotach of the mean 300-hPa zonal wind for the Atlantic (Pacific) basins, as in Fig. 1.
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In the Atlantic, the first mode of variability (20% of

the total variance) resembles a north-/southward shift of

the eastern half of the jet (Fig. 2c) and the second mode

of variability (16% of the total variance) characterizes

a strengthening/weakening of the zonal wind speeds

in the jet core especially in the eastern half of the jet

(Fig. 2d). The third mode of variability (not shown) ex-

plains 10% of the total variance. Because the structure

of the Atlantic jet includes a southwest–northeast-

oriented tilt from southeastern North America toward

the British Isles, an additional level of complexity is

added to the interpretation of these patterns of vari-

ability. To be certain of the correct interpretation, a com-

posite analysis is performed, averaging over the smoothed

daily data that have PCs 1–2 greater than one standard

deviation (or less than minus one standard deviation).

This threshold includes the pentads with the largest

magnitude variability of the upper-level winds. The

composite winds for each case are shown in Fig. 3. These

results support the interpretation that the primary mode

of variability of the Atlantic jet is more like a north-/

southward shift and the secondary mode of variability is

more like a strengthening/weakening of the jet exit

region. The north-/southward shift of the jet can be seen

by comparing positive EOF 1 in Fig. 3a with negative

EOF 1 in Fig. 3b and the extension/retraction of the jet

can be seen by comparing positive EOF 2 in Fig. 3c with

negative EOF 2 in Fig. 3d. The composite retraction of

the Atlantic jet (Fig. 3d) appears to be related to

a blocking ridge over southwestern Europe, which is

the main feature that differs between positive and

negative EOF 2 polarity. It is likely that the characteristic

split jet structure of negative EOF 2 is related to Atlantic

blocking. The dominant modes of variability of the

Pacific and Atlantic jets shown in Figs. 2 and 3 are

consistent with many previous studies, including

Simmons et al. (1983), Athanasiadis et al. (2010),

Wettstein andWallace (2010),Woollings et al. (2012b),

and Li and Wettstein (2012).

Although the two leading modes of variability in the

Pacific andAtlantic basin are opposite one another, they

can be interpreted similarly. To add meaning to the

discussion of these modes of variability they will be re-

ferred to as the ‘‘shift EOF’’ (Pacific EOF 2 andAtlantic

EOF 1) and ‘‘extend/retract EOF’’ (Pacific EOF 1 and

Atlantic EOF 2) throughout the remainder of the paper.

It has been suggested that the reversal of the primary

and secondary modes of variability between the Pacific

and Atlantic jets results from differences in the orien-

tation of the subtropical and eddy-driven jets in the two

regions (Eichelberger and Hartmann 2007). This is likely

related to the distinct nature of the jet in each region, with

the upper-level winds in the Pacific dominated by the

FIG. 3. Composites of max variability of the 300-hPa zonal wind

field (m s21) in the Atlantic. Black lines represent perturbation

isotachs added to the climatology and gray contours show the

20ms21 isotach of themean 300-hPa zonal wind for theAtlantic for:

(a) first PC greater than one std dev (1s), (b) first PC less than21s,

(c) second PC greater than 1s, and (d) second PC less than 21s.
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influence of the subtropical jet stream, and the upper-

level winds in the Atlantic influenced by both the polar

and subtropical jet streams (Lorenz and Hartmann

2003; Eichelberger and Hartmann 2007). Valuable in-

sights about the differences between these two regions

can be gained through a nonzonally averaged analysis of

the NH jets (Athanasiadis et al. 2010; Woollings et al.

2012b).

b. GCM bias of the winter-mean jet

Model bias is defined to be the difference between the

GCMand reanalysis smoothed daily 300-hPa zonal wind

(Ubias 5 UGCM 2 Ureanalysis). A positive model bias in-

dicates that modeled zonal wind speeds are too high in

a given location and negative model bias shows where

modeled zonal wind speeds are too low. Figure 4a shows

the average winter model bias for the 17 GCMs being

considered. Overall, model bias of the upper-level zonal

wind is on the same order of magnitude as the two

dominant modes of variability seen in Fig. 2. Also, the

amplitude of the average model bias is of the same order

of magnitude as the standard deviation of model bias

around the ensemble mean (Fig. 4b).

The largest bias of the model mean occurs in the At-

lantic, where the jet is too extended and positioned too

far equatorward on average in the models. The modeled

jet is also positioned too far equatorward in the South-

ern Hemisphere (not shown), supporting the results of

Kidston and Gerber (2010). The bias of the model mean

in the Atlantic is somewhat larger than the standard

deviation about the ensemble mean, indicating that

biases are fairly consistent across models in this basin.

The standard deviation for the Atlantic jet is positioned

farther west than the model-mean bias, with two max-

ima located on the pole- and equatorward flanks of the

Atlantic jet.

Relative to the Atlantic, the bias of the model mean is

small in the Pacific, with one isolated region of positive

bias in the eastern Pacific and another weak region of

positive bias on the poleward flank of the Pacific jet.

However, the standard deviation of models about the

ensemble mean is quite large, indicating that individual

models exhibit much variability in their portrayal of the

mean Pacific jet. This means that the ensemble mean

improves upon the ability of individual models to re-

produce the Pacific jet. The standard deviation is largest,

more than 8m s21, in the Pacific jet exit region, strongly

resembling the dominant mode of Pacific pentad vari-

ability (EOF 1—extension/retraction) in the NCEP–

NCAR reanalysis (Fig. 2a).

An examination of individual model portrayals of

the winter-mean jets (representative examples shown in

Fig. 5) shows that some models have very small biases

(Figs. 5a,b) while other models have bias patterns that

resemble the dominant modes of variability of the ob-

served winter jet (Figs. 5c–f).

FIG. 4. (a) Ensemble-mean model bias and (b) standard deviation of models about the en-

semble mean for the 17 GCMs under consideration (contoured every 1ms21 with zero line

removed). Solid (dashed) black contours in (a) represent positive (negative) values of ensemble-

mean bias. Gray contours show the 20 and 40ms21 isotachs of the model winter-mean 300-hPa

zonal wind.
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As a first step toward understanding the cause of

model biases, it is important to determine the relation-

ship of these biases with the dominantmodes of variability

in the Pacific and Atlantic regions. Such relationships

offer clues that help explain the existence of model

biases by condensing this large amount of data into a

two-dimensional analysis that shows the similarities and

differences among models. A normalized projection of

each model’s area-weighted winter-mean bias onto the

area-weighted first and second EOFs of the upper-level

zonal wind from the reanalysis (shown in Fig. 2) is used

to quantify the relationship between the model biases

and the observedmodes of jet variability. ‘‘Normalized’’

signifies that the projection of each model’s bias onto

reanalysis EOFs 1 and 2 is divided by the magnitude of

both the respective model bias and EOF pattern. The

normalized projection is similar to a spatial correlation

except that in the former the spatial mean has not been

FIG. 5. Solid (dashed) black contours show the positive (negative) bias of the 300-hPa zonal wind (contoured every

4m s21 with zero line removed) and gray contours show the 20 (30) m s21 isotachs of the reanalysis 300-hPa zonal

wind in the Atlantic (Pacific) for: (a) model 5, ECHAM5/MPI-OM; (b) model 8, CGCM3.1 (T63); (c) model 7,

BCCR-BCM2.0; (d) model 11, MRI-CGCM2.3.2; (e) model 10, MIROC3.2(medres); and (f) model 9, CNRM-CM3.
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removed. This analysis is done separately for the At-

lantic (1208W–208E) and Pacific (1008E–1208W) basins

and results are shown in Fig. 6. The sign convention used

for the patterns of the reanalysis EOFs 1 and 2 is that

shown in Fig. 2. The position of each point with respect

to the x axis shows the value of each model’s projection

onto EOF 1 from the reanalysis and the position of each

point with respect to the y axis shows the value of each

model’s projection onto reanalysis EOF 2.

In the Pacific, the projection of each model’s bias onto

the dominant modes of variability from the reanalysis

(Fig. 6a) shows two clusters of models, with one on the

positive side of the x axis and the other on the negative

side of the x axis. The first group of models (group 1,

depicted with crosses) has biases clustered on the neg-

ative x axis, indicating their similarity to a retraction of

the Pacific jet (negative EOF 1). The second group of

models (group 2, depicted with asterisks) has biases

clustered on the positive x axis, indicating their simi-

larity to an extension of the Pacific jet (positive EOF 1).

The means of groups 1 and 2 are found to be statistically

different at 99% confidence using a bivariate t test. It

is important to note that despite the separation in the

space of EOFs 1 and 2, the lengths of the normalized

projections are only ;0.5–0.6, indicating that EOFs 1

and 2 are not complete in their explanation of jet bias.

The black line connects the average group 1 projection

to the average group 2 projection, and indicates an axis

in the space of EOFs 1 and 2 that distinguishes group 1

from 2. The open circles and diamonds represent jet

variations associated with El Ni~no–Southern Oscillation

(ENSO)-like SST structures in the tropical Pacific and

will be explained in section 3c. For our purposes here,

we point out that the open circles and diamonds are

parallel to the group 1/group 2 axis (solid black line); we

will suggest in section 3c that this indicates that the

group 1/group 2 separation is explained via ENSO-like

SST structures in the tropical Pacific.

In the Atlantic (Fig. 6b), models biases are more uni-

form, without the distinctive two-group structure found

for the Pacific. Atlantic model biases mostly cluster in

quadrant 2, resembling both an extension and south-

ward shift of the Atlantic jet (negative EOF 1 and pos-

itive EOF 2). In Fig. 6b, models continue to be depicted

with crosses and asterisks according to their respective

groups as determined for the Pacific—yet a delineation

is still apparent between groups 1 and 2 (also found to

be significant to 99% confidence using a bivariate t test).

This delineation is shown by the fact that the crosses and

asterisks barely overlap despite the fact that they are all

located in the vicinity of quadrant 2 in Fig. 6b. The fact

that this grouped bias structure holds true in theAtlantic

suggests that despite the differences between the two

FIG. 6. Normalized projection of the model bias of the 300-hPa

zonal wind onto EOFs 1 and 2 from the reanalysis for the (a) Pacific

and (b) Atlantic basins. Models designated by crosses (1) are part

of group 1 andmodels designated by asterisks (*) are part of group 2.

Dashed circles indicate lines of constant correlation at r5 0.25, 0.5,

and 0.75. The black line connects the average group 1 projection to

the average group 2 projection. Open circles (diamonds) show the

values of the normalized projection of the heterogeneous wind

pattern shown in Fig. 8a (ENSO teleconnection pattern shown in

Fig. 9a) onto EOFs 1 and 2 (note that Figs. 8 and 9 are described in

greater detail below).
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basins, model biases in the Atlantic and Pacific regions

are likely linked.

Another way to interpret Fig. 6 is through the re-

lationship of the Pacific and Atlantic jets as interpreted

by EOFs 1 and 2 for groups 1 and 2. For instance, in the

Pacific it is possible that a stronger, sharper subtropical

jet (group 2) is related to a weak polar/midlatitude jet

and there are relatively equal and opposite jet shifts

around the mean jet position. Correspondingly, a weak

or diffuse subtropical jet (group 1) could lead to a more

vigorous polar/midlatitude jet and a slight poleward-

shifted jet relative to the climatology. Similarly, an ex-

tended Pacific jet (group 2) is generally associated with

an equatorward-shifted Atlantic jet.

To uncover the difference in spatial structure between

groups 1 and 2, the model-mean bias of each group

is calculated. The difference between groups 1 and 2

(group 2 2 group 1) is shown in Fig. 7. There are two

maxima, which indicate differences between groups 1

and 2. The first (and largest) maximum in bias difference

is found in the Pacific jet exit region, in the same location

as the large value of the standard deviation ofmodel bias

shown in Fig. 4b. The second maximum in bias differ-

ence is found on the southern flank of the Atlantic jet,

also found in a location of high standard deviation of

model bias, as shown in Fig. 4b. No significant difference

between groups 1 and 2 is found in the Southern Hemi-

sphere (not shown)

c. Relationship between jet bias and tropical Pacific
SST bias in GCMs

The probable link between biases in the Pacific and

Atlantic basins (despite different jet dynamics in each

region) suggests that a forcing external to the midlati-

tude eddy/jet system is involved in producing these

model biases. Because of the far-reaching influence of

tropical Pacific SST variations (e.g., ENSO), this region

will be considered as a possible influence on model

biases of midlatitude upper-level winds. This potential

relationship will be examined using maximum covari-

ance analysis (MCA).

MCA is used here to assess the dominant patterns of

covariability between tropical SST biases and upper-

level zonal wind biases in the same models. This tech-

nique identifies pairs of patterns that maximize the

squared covariance between two variables: in this case

the winter-average midlatitude 300-hPa zonal wind (108–
808N, 1008E–208W) and the winter-average tropical

Pacific SST (308S–308N, 1208–2908E). The covariance is

identified across a given sampling dimension. Typically

sampling is performed across time, but in this case

sampling is done across the 17 GCMs to identify struc-

tures linked to model bias. Further explanation of MCA

may be found in Bretherton et al. (1992), Wallace et al.

(1992), and Deser and Timlin (1997). It is important

to note that because this MCA analysis samples across

model space instead of across time, ENSO-like SST

patterns that are identified are not equivalent to in-

terannual variability in anymodel. Instead, these ENSO-

like patterns of SST show the winter mean state of the

tropical Pacific that is associated with a given mode of

intermodel covariability.

The first mode of covariability between the wind and

SST explains 55% of the total squared covariance be-

tween the two fields. Considering that the second and

third modes of covariability explain 15% and 14%of the

total covariance respectively, the first mode is clearly

dominant. Confirming the validity of this technique, the

normalized root-mean-square covariance (NRMSC) is

calculated to be 0.31, meaning that there is a significant

amount of total covariance between these two fields.

In addition, the correlation between the two expansion

coefficients (i.e., the left and right singular vectors) is

0.81, verifying that there is a high degree of coupling

between the patterns identified in the wind and SST

fields. A scatterplot of the SST and zonal wind expansion

FIG. 7. Solid (dashed) black lines show the positive (negative) model bias of the 300-hPa

zonal wind (contoured every 1m s21 with zero line removed) (group 2 2 group 1). Gray

contours show the 20 and 40m s21 isotachs of the model-mean 300-hPa zonal wind. Group 1

consists of models 1, 5, 7, 8, 9, 10, 12, 13, and 17. Group 2 consists of models 2, 3, 4, 6, 11, 14, 15,

and 16. This is based upon their delineation in Fig. 6, as described in the text.
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coefficients is depicted in Fig. 8c and demonstrates their

strong correlation. Therefore, the first pattern of co-

variability identified by MCA appears robust and is

shown in Fig. 8.

The patterns of covariability produced by MCA are

depicted via regressing SST bias (homogeneous; Fig. 8b)

and zonal wind bias (heterogeneous; Fig. 8a) onto the

SST expansion coefficient. Regression onto the zonal

wind expansion coefficient yields similar structures.Here,

we focus on the SST expansion coefficient as a potential

predictor of zonal wind bias as our leading hypothesis

is that the tropical SST bias forces the zonal wind bias

(further discussion found in section 4).

The homogeneous SST field (Fig. 8b) strongly re-

sembles the positive phase of ENSO and exhibits a high

spatial correlation with the reanalysis ENSO SST pat-

tern, shown in Fig. 9b (r5 0.66), with further discussion

to follow. The heterogeneous wind field (Fig. 8a) is

similarly spatially correlated with the grouped model

bias shown in Fig. 7 (r5 0.78). It is notable that ENSO-

like SST biases are so directly connected to midlatitude

jet biases through the first mode of covariability pro-

duced by MCA. This indicates that the portrayal of the

winter mean state in the tropical Pacific affects the

modeled upper-level midlatitude zonal winds in both

the Pacific and Atlantic regions, suggesting that dif-

ferences inNH jet stream portrayal among the 17GCMs

are associated with their respective representations of

ENSO-like mean SST in the tropical Pacific. Again, we

note that the causality is not established by the MCA;

further discussion is found in section 4.

The open circles added to Fig. 6, seek to explain the

relationship between the grouped model bias and the

ENSO-like structure of tropical Pacific SST biases.

The open circles show the values of the normalized pro-

jection of the heterogeneous wind pattern in the Pacific

basin (Fig. 8a) onto the primary and secondary modes

of zonal wind variability from the reanalysis data (EOFs

1 and 2; Figs. 2a,c). Because of the nonsigned nature of

MCA, the open circles show both possible sign conven-

tions. The addition of these circles shows that the por-

tion of the model wind bias caused by ENSO-like mean

SST biases in the tropical Pacific falls along almost the

same axis as the bias of the jet stream between models

in the Pacific. This is consistent with the hypothesis

that the uncertainties in winter-mean Pacific jet stream

FIG. 8. Results of MCA of tropical Pacific SSTs and midlatitude 300-hPa zonal wind. (a) Heterogeneous wind

regression map. Solid (dashed) black contours represent positive (negative) perturbation isotachs (contoured every

1m s21 with zero line removed). Gray contours show the 20 and 40m s21 isotachs of the model-mean 300-hPa zonal

wind. (b) Homogeneous SST regression map (K). (c) Scatterplot of the wind and SST expansion coefficients.
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portrayal are caused by each model’s treatment of

winter-mean tropical Pacific SST [consistent with Lau

(1997), Trenberth et al. (1998), and Seager et al. (2003)]

and suggests that if models produced a more consistent

tropical Pacific winter-mean SST distribution, Pacific

jet model biases might be more consistent. The same

relationship is not as clear in the Atlantic, although it is

noteworthy that the portion of zonal wind bias that is

related to ENSO-like mean state biases (the circles in

Fig. 6b) do generally align along the ‘‘group 1, group 2’’

axis. This suggests that tropical Pacific mean state biases

may be responsible for some portion of the bias of the

Atlantic jet as well.

To further confirm and detail the relationship of the

Pacific modeled ENSO-like tropical mean state and

midlatitude zonal wind biases, we examine the spatial

structure of zonal wind variations associated with tem-

poral ENSO variations in 60 years of reanalysis data,

and compare these results with the results of the MCA

above. One commonly used metric for defining ENSO is

the cold tongue index (CTI; Zhang et al. 1997), defined

by the SST anomaly pattern over the eastern equatorial

Pacific (68S–68N, 1808–908W). Figure 9 shows the regres-

sion of the reanalysis winter-average (NDJFM; annually

resolved) zonal wind and winter-average SST fields

onto the reanalysis wintertime CTI for 1950–2009. The

regression therefore represents the observed patterns

of winter-average SST and upper-level zonal wind as-

sociated with a positive ENSO event. Figure 9b shows

the canonical positive ENSO (El Ni~no) SST signal of

warming in the eastern equatorial Pacific and Fig. 9a

shows the wintertime zonal wind teleconnection pat-

tern associated with positive ENSO SST anomalies.

The positive phase of ENSO is associated with increased

wind speeds within a subtropical band (158–308N) stretch-

ing from the date line to approximately 908W. It is notable

that the heterogeneous wind pattern shown in Fig. 8a

has many similarities to the ENSO midlatitude wind

teleconnection pattern from the reanalysis (Fig. 9a).

Both patterns suggest a southward shift and strength-

ening of the equatorward flanks of the Pacific and At-

lantic jets, characterized by a region of decreased winds

north of the jet core and increased winds south of the jet

core. These similarities are particularly apparent in the

vicinity of the Pacific jet exit and Atlantic jet entrance

regions.

The normalized projection of the reanalysis ENSO

teleconnection pattern (Fig. 9a) onto the primary and

secondarymodes of variability from the reanalysis (EOFs

1 and 2; Figs. 2a,b) is shown by the open diamonds added

FIG. 9. ENSO midlatitude wind teleconnection (1950–2009) shown by (a) observed winter-

mean 300-hPa zonal wind regressed onto the winter-mean CTI. Solid (dashed) black contours

represent positive (negative) perturbation isotachs (contoured every 0.5m s21 with zero line

removed). Gray contours represent the 20 and 40m s21 isotachs of the mean 300-hPa zonal

wind. (b) Winter-mean tropical Pacific SST regressed onto the winter-mean CTI (K).
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to Fig. 6. In the Pacific region (Fig. 6a), these diamonds

also fall along nearly the same axis as intermodel vari-

ations in jet stream biases and the heterogeneous wind

pattern produced by MCA. The near alignment of these

different variables shows that they all project onto a

similar combination of EOFs 1 and 2. Thus, it is even

more likely that the ENSO-like bias of modeled SSTs

explains intermodel differences in the bias of NH jet

streams in the Pacific. While the link between Atlantic

jet biases and ENSO is weaker, intermodel variations

do lie along the same axis as the ENSO teleconnection

pattern. Therefore, it seems that model biases in the

portrayal of the Atlantic jet are also affected by tropical

Pacific SST mean state biases.

To further confirm the results of MCA, the winter-

mean upper-level wind field is regressed onto the winter-

mean CTI for each model, with results shown in Fig. 10.

The results of this regression analysis look remarkably

similar to the results of MCA, and are correlated with

the heterogeneous wind field (Fig. 8a) at r 5 0.98 and

with the grouped model bias pattern (Fig. 7) at r5 0.70.

This confirms that jet stream biases across the 17 GCMs

are related to the ENSO-like biases in tropical Pacific

SST in these models. However, a comparison between

Figs. 10 and 9a shows that the jet stream bias pattern

associated with ENSO-like SST biases in GCMs does

not completely resemble the observed ENSO telecon-

nection pattern (r 5 0.57). Additional thoughts on this

issue are found in section 4.

One additional confirmation that the results of MCA

are robust is an EOF/PC analysis of the winter-mean

SST anomaly pattern across the 17 models. The primary

mode of intermodel variability of the winter-mean SST

anomaly pattern is well separated and explains 45%

of the variance of SST across models. Figure 11 shows

the regression of winter-mean zonal wind (Fig. 11a) and

winter-mean SST (Fig. 11b) onto the primary mode of

intermodel variability of SST. Both the wind (Fig. 11a)

and the SST regression patterns (Fig. 11b) are highly

correlated with the heterogeneous wind pattern (r 5
0.77) and homogeneous SST pattern (r 5 0.96) from

MCA, respectively.

To quantify how much intermodel variance is ex-

plained by the ENSO-like pattern identified by MCA,

the SST expansion coefficient (i.e., the left singular

vector) of the first mode of MCA covariability is used

as a predictor of intermodel variance of winter-mean

upper-level winds, allowing the determination of how

much of the intermodel variance of upper-level winds is

explained byGCMSSTbiases. The result of this analysis

is shown in Fig. 12. Averaging the intermodel variance

explained in Figs. 12a and 12b over the domain and

calculating the total variance explained by mode 1 of

MCA, we find that ENSO-like SST biases explain 21%

of the total NH intermodel variance of midlatitude jet

stream portrayal on average, with significantly more

variance explained in the central subtropical Pacific and

eastern subtropical Atlantic. Figure 12b shows that

while SST biases do not explain all of the intermodel

variance in upper-level winds, they do explain a fairly

substantial portion, especially in the Pacific.

Further evidence of the relationship between tropical

SST biases and midlatitude wind biases is shown in

Fig. 13, which includes the winter-mean intermodel

variance of upper-level midlatitude wind for 13 models

from the Atmospheric Model Intercomparison Project

(AMIP) and their corresponding coupledmodels (CMIP).

Because of the availability of AMIP data, L’Institut

Pierre-Simon Laplace Coupled Model, version 4 (IPSL-

CM4; France); National Center for Atmospheric Re-

search (NCAR) Community Climate System Model,

version 3 (CCSM3; United States); NCAR Parallel Cli-

mate Model, version 1 (PCM1; United States); and the

Hadley Centre Global Environmental Model, version 1

(HadGEM1; United Kingdom) were used [in place of

INGV-SXG, CSIRO Mk3.0, CSIRO Mk3.5, BCCR-

BCM2.0, CGCM3.1 (T63), CGCM3.1 (T47), ECHO-G,

and GISS-AOM] in this analysis, resulting in slightly

FIG. 10. 300-hPa zonal wind regressed onto the modeled winter-mean CTI for each model.

Solid (dashed) black lines indicate positive (negative) perturbation isotachs (contoured every

1m s21 with zero line removed). Gray contours show the 20 and 40m s21 isotachs of the model-

mean 300-hPa zonal wind.
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different intermodel variance in Fig. 13b than in Fig. 12a.

However, the same 13 models are used in Figs. 13a

and 13b. Note that the contour interval is different for

Figs. 13a and 13b. As expected, the intermodel variance

of winter-mean wind speed is smaller among the AMIP

models than among the CMIP models, suggesting that

the absence of ocean interactions decreases the varia-

tions of wind speed portrayal among the 13 GCMs. The

intermodel variance decreases even more than that

linked with ENSO-like SST biases in the current study

(e.g., Fig. 12b), suggesting that other aspects of the ocean

structure are impacting the midlatitude winter-mean

wind biases in CMIP3 GCMs.

d. GCM portrayal of jet variability

To complete this analysis of NH jet stream portrayal,

temporal variability of the upper-level winds is also

considered. Given the relationship between the mean

state of the jet and the structure of the variability, it is

likely that a model’s bias in jet structure will influence its

representation of the variability. As such, we first char-

acterize each model’s variability via EOF/PC analysis,

compare the simulated variability to observed variabil-

ity, and then evaluate the relationship between each

model’s simulated variability and its mean state bias.

First, the spatial structure of each model’s jet vari-

ability is identified and compared with observations.

Each model’s primary and secondary modes of jet var-

iability in the Pacific and Atlantic are identified via

EOF/PC analysis, using the same methodology as used

for the reanalysis data (section 3a). EOFs/PCs 1, 2, and 3

explain 19%, 13%, and 9% of the variance in the Pacific

basin and 21%, 12%, and 9% of the variance in the

Atlantic basin on average for the 17 GCMs. EOFs/PCs

1 and 2 are well separated for all models. The spatial

structure of the resulting variability is compared with

the spatial structure of the reanalysis in Fig. 14. Figure 14

shows the normalized projection of the first two EOFs

of each model onto the first two EOFs of the reanalysis

data (for the Pacific and Atlantic). Asterisks (crosses)

indicate the value of the projection of EOF 1 (2) of a

given model onto EOFs 1 and 2 of the reanalysis. For

instance, an asterisk located at (1, 0) would describe an

exemplary model’s depiction of EOF 1 that is completely

FIG. 11. (a) 300-hPa ensemble winter-mean zonal wind bias. Solid (dashed) black lines

represent positive (negative) perturbation isotachs (contoured every 1m s21 with zero line

removed). Gray contours show the 20 and 40m s21 isotachs of the 300-hPa ensemble winter-

mean zonal wind, as in Fig. 4a. (b) Ensemble winter-mean tropical SST bias regressed onto the

intermodel PC/EOF 1 of winter-mean tropical SST (K).
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explained by reanalysis EOF 1 and not explained by

reanalysis EOF 2. It is important to note that the sign of

a given mode is arbitrary and therefore the polarity is

assigned based upon the convention established by re-

analysis EOFs 1 and 2 (Fig. 2).

Most projections cluster near (0, 1) or (1, 0), indicating

that GCMs are successfully replicating the two domi-

nant modes of variability. There is one outlier point for

the Pacific. The Pacific outlier is EOF 2 from model 16

(GISS-ER) and indicates the reversal of EOFs 2 and 3

in that model (verified by visual inspection of the EOF

spatial structures). Because EOFs 2 and 3 explain 10%

and 9%, respectively, of the variability of the Pacific

upper-level winds in GISS-ER, this reversal is not

a serious flaw in the modeled variability. We have re-

tained the projection on EOF 2 (the circled point near

the origin in Fig. 14a) and have added the projection

of GISS-ER EOF 3 (indicated with a diamond) to

Fig. 14a. Therefore, all 17 models do a good job of

replicating the two dominant modes of variability. Even

the outlier has the correct structures represented in the

wrong order. In fact, this variability appears more con-

sistently replicated than the mean state of the jets in

GCMs (Fig. 6).

At this point it is worth discussing the validity of our

methodology for investigating jet variability and its re-

lation to mean state biases. Our approach would likely

not be appropriate if the mean state bias were so severe

that it drastically altered the structure of the variability.

Consider the case of a model with a jet that is drastically

shifted poleward. The model may produce very realistic

variability around its own jet, but the resulting EOFs

may project very weakly onto the observed EOFs be-

cause of the poleward shift in their spatial structures.

Perhaps the best justification that our approach is valid

is that the projections of the models’ EOFs onto the

observed EOFs 1 and 2 are large, as shown in Fig. 14.

Still, it is important to note that there could be subtle

differences in the interpretation of the models’ EOFs

that could be illuminated by considering additional met-

rics (see, e.g., Barnes and Polvani 2013).

Next, we examine the relationship between the sim-

ulated variability and biases in model mean states.

Because the location of the perturbation wind speeds

associated with the dominant modes of variability is lo-

cated nearby the jet exit region (see, e.g., Fig. 2), a mea-

sure of the longitude of the jet exit region and longitude

of wind speed anomalies associated with EOFs 1 and 2

is used to find a functional relationship between jet

mean state and variability. A regression analysis, shown

in Fig. 15 examines the relationship between the mod-

eled modes of variability and modeled mean state of

the Atlantic and Pacific jets. The longitude of the max-

imum wind perturbation associated with EOFs 1 and 2

FIG. 12. (a) Total intermodel variance of the winter-mean 300-hPa zonal wind and (b) in-

termodel variance of the winter-mean 300-hPa zonal wind explained by the SST expansion

coefficient of the first mode of MCA covariability (m2 s22; CI: 10m2 s22).
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is regressed onto the longitude of the jet exit region for

eachmodel, as defined by the local minimum of the zonal

gradient of the winter-mean zonal wind from eachmodel.

EOF 2 in model 16 (GISS-ER) is replaced by the model

16 EOF 3 in the Pacific (Fig. 15b, depicted with a di-

amond), consistent with the discussion of Fig. 14, above.

For the Pacific jet, the longitude of the maximum

value of EOFs 1 and 2 is highly correlated with the

longitude of the jet exit region (r 5 0.87 and r 5 0.77),

shown in Figs. 15a and 15b (open circles show results

from reanalysis dataset). For a sample size of 17, values

of the correlation coefficient that exceed 0.48 are sta-

tistically significant at the 95% confidence level, based

on the assumption of a two-tailed t test on the Pearson

correlation coefficient. The y 5 x line is also shown for

the Pacific, which indicates the line the regression would

follow if EOFs 1 and 2 were located exactly at the lon-

gitude of the jet exit region. Most models correctly

portray the maximum wind perturbation to be located

immediately downstreamof the jet exit region. Figures 15c

and 15d show the same analysis for the Atlantic jet,

which does not display a similarly strong connection (r5
0.57 and r 5 0.32), although the EOF 1 regression is sta-

tistically significant (and therefore the regression line is

retained). Overall, there does not seem to be a link be-

tween the longitude of the mean state and variability

for the Atlantic region, possibly because of the added

complexity caused by the southwest–northeast tilt of the

jet in this region.

There is a robust correspondence between the Pacific

jet mean state and its variability, but not the Atlantic

jet mean state and variability. When these results are

repeated using GCM twenty-first-century A1B pro-

jections (not shown), this correspondence (or lack thereof

in the Atlantic) does not change. Therefore, the Pacific

jet exit region is critically related to the longitudinal

position of EOFs/PCs 1 and 2, signifying that a correct

characterization of the mean state of the Pacific jet

stream may be vital to producing an accurate portrayal

of the variability of that jet stream.

4. Conclusions

This study has focused on determining the reliability

and robustness of nonzonally averaged NH jet stream

portrayal in 17 GCMs from the CMIP3 dataset. This

work is motivated by previous studies showing that

GCM projections of twenty-first-century jet stream

winds are related to biases in twentieth-century jet

stream portrayal (Kidston andGerber 2010). The results

presented in this paper encourage targeted improve-

ment of GCM jet stream portrayal, which is an impor-

tant step toward assessing climate change impacts at a

variety of scales.

FIG. 13. (a) Total intermodel variance of the winter-mean 300-hPa zonal wind in 13 AMIP

models (m2 s22; CI: 10m2 s22) and (b) intermodel variance of the winter-mean 300-hPa zonal

wind in the same models (m2 s22; CI: 20m2 s22) (models listed in section 3c).
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Examination of mean model biases of upper-level

zonal winds suggests that the modeled Atlantic jet is too

zonally extended and located too far equatorward rel-

ative to the reanalysis. The ensemble-mean Pacific jet

has less bias than the Atlantic jet, but only because

model agreement is much lower and biases in individual

models cancel in the ensemble mean. Winter-mean

biases in both basins are significant relative to the

variability of the upper-level zonal winds in reanalysis

data.

MCA, EOF, and regression analysis are used sepa-

rately to show that the NH biases in upper-level winds

are strongly related to an ENSO-like pattern in winter-

mean tropical Pacific SSTs. Throughout the analysis

we have implicitly assumed that tropical SSTs are re-

sponsible for forcing midlatitude winds, suggesting that

the variation in models’ portrayal of the tropical Pacific

mean state contributes to the bias of the midlatitude

large-scale circulation. This hypothesis is consistent with

prior research detailing ENSO teleconnection patterns

(e.g., Lau 1997; Trenberth et al. 1998; Seager et al. 2003).

There, ENSO-related SST variations cause shifts in

atmospheric convection, which influence regions of upper-

level convergence and divergence in the tropics. Regions

of anomalous divergence and convergence provide a

source for stationary Rossby wave propagation into the

midlatitudes (Hoskins and Karoly 1981; Sardeshmukh

and Hoskins 1988), including a deepening and eastward

shift of the Aleutian low (and hence an equatorward

shift and extension of the Pacific jet; Fig. 9). Although

we have not explicitly diagnosed the causal relationship

herein, we speculate that similar physical processes op-

erate on the mean bias diagnosed in this study.

However, it is important to note that the reverse

scenario is also possible. Recent studies have shown that

variations in midlatitude and subtropical winds may also

conspire to produce tropical Pacific ENSO variations,

as evidenced by the seasonal footprinting mechanism

examined in Vimont et al. (2001). It is possible that this

causal mechanism (from midlatitude to the tropics)

would also work in linking midlatitude wind biases to

biases in tropical Pacific SST. While the present study

does not resolve that causality, the similarity between

the spatial structure of ENSO’s teleconnection in the ob-

served record to the model bias (Fig. 6a) and the com-

parison to AMIP GCM intermodel variability (Fig. 13)

suggest that biases in the tropical Pacific are influencing

midlatitude zonal wind biases. This hypothesized cau-

sality is also supported by recent findings that ocean

circulation biases force biases in the North Atlantic

storm track in climate model simulations (Woollings

et al. 2012a).

The spatial structure of the leading modes of vari-

ability of the upper-level jet is found to be accurately

simulated in nearly all 17 GCMs. Furthermore, it is shown

that in the Pacific, biases that do exist in models’ portrayal

of EOFs 1 and 2 are strongly linked to the modeled lon-

gitude of the jet exit in the Pacific region. This result is

particularly encouraging because it implies that an

FIG. 14. Scatterplot of the normalized projection of eachmodel’s

EOFs/PCs 1 and 2 onto the corresponding reanalysis EOFs/PCs

1 and 2 for the (a) Pacific and (b) Atlantic. EOF 1 is indicated by

asterisks (*) and EOF 2 is indicated by crosses (1). The circle

(diamond) indicates EOF 2 (3) ofmodel 16. Dashed circles indicate

lines of constant correlation at r 5 0.25, 0.5, and 0.75.
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improved characterization of the mean state of the Pacific

jet will also positively impact the modeled variability.

In conclusion, the results herein indicate that im-

provements in model portrayal of the tropical Pacific

mean state may significantly advance the portrayal of

the mean state of the Pacific andAtlantic jets, which will

consequently improve themodeled jet stream variability

in the Pacific. To complement these findings, a second

paper (Delcambre et al. 2013) examines twenty-first-

century GCM projections of the nonzonally averaged

NH jet streams. Those results show that ENSO-like

changes in the tropical Pacific mean state dominate

intermodel variations in projections of twenty-first-

century NH jet streams.
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